This application note provides information on how to use the FTDI Vinculum-II (VNC2) RTOS Kernel Diagnostic Service. Sample source code is included.
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1 Introduction

Multi-threaded application development is a complex undertaking that demands the synchronisation of multiple threads of execution while maintaining the integrity of the individual components of the system. During application development the need will inevitably arise to balance resource use for optimal performance, so the developer must have access to run-time diagnostics.

The VOS kernel diagnostic service is a programming interface that allows a VNC2 application to access diagnostic information on a per-thread basis. It is available from VNC2 Development tools v1.4.0 onwards. The purpose of this application note is to introduce this API and present code examples of its use.

The sample source code contained in this application note is provided as an example and is neither guaranteed nor supported by FTDI.

1.1 Overview

Two types of diagnostic information can be obtained from a VNC2 application at run-time:

- CPU usage, an indication of the amount of time a thread spends running.
- Stack usage, a measure of the use of a thread’s local stack.

This information can be used during system development to achieve better performance. For example, relatively high CPU usage could be an indication that a thread’s priority is too high; or a low proportion of used bytes in a thread’s stack could be an indication that the stack is too big for a particular application.

In addition to user-defined threads, an application has an idle thread that is created by VOS. By definition, the idle thread is the lowest priority thread in the system, having a priority of zero, and it is always able to run. As a consequence, the idle thread runs when all other threads are blocked or delayed. The idle thread is just like any other thread in the system: it has a local stack, and local storage for diagnostic information.

The idle thread should be included in any consideration of VOS kernel diagnostics. CPU usage in particular is a measure of a thread’s running time, and the idle thread must be included in any analysis of the relative time a thread spends running. The inclusion of the idle thread in the examples in this application note stresses its importance.

For detailed information regarding VNC2 application development, see [1].

1.2 Thread Manager

The thread manager is a plug-in for the VNC2 IDE, available from v1.2.4 onwards. Thread manager effectively provides the same information as the kernel diagnostic service, displaying it in a graphical way that is likely to be easy for customers to digest. It is easy to use too - the user does not need to include code in the application, since thread manager enables the diagnostics via the debugger. This could be a useful aid during development, but since it relies on the debugger interface (to patch internal structures), it can’t be used in a released system.

Figure 1 shows a typical screen shot of Thread Manager in operation.
**Figure 1: Thread Manager**

<table>
<thead>
<tr>
<th>#</th>
<th>Thread</th>
<th>Priority</th>
<th>State</th>
<th>Thread Type</th>
<th>CPU (%)</th>
<th>Peak Stack (Bytes)</th>
<th>Current ...</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Thread 1</td>
<td>31</td>
<td>Running</td>
<td>Application Thread</td>
<td>0.09</td>
<td>84 / 200</td>
<td>42</td>
</tr>
<tr>
<td>2</td>
<td>Thread 2</td>
<td>31</td>
<td>BLOCKED</td>
<td>Application Thread</td>
<td>0.12</td>
<td>84 / 200</td>
<td>42</td>
</tr>
<tr>
<td>3</td>
<td>Thread 3</td>
<td>31</td>
<td>BLOCKED</td>
<td>Application Thread</td>
<td>0.09</td>
<td>84 / 200</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>Thread 4</td>
<td>31</td>
<td>BLOCKED</td>
<td>Application Thread</td>
<td>0.09</td>
<td>84 / 200</td>
<td>42</td>
</tr>
<tr>
<td>5</td>
<td>Thread 5</td>
<td>31</td>
<td>Delayed</td>
<td>Application Thread</td>
<td>0.09</td>
<td>84 / 200</td>
<td>43</td>
</tr>
</tbody>
</table>
2 Diagnostics

This section describes the functions which comprise the kernel diagnostic service API. Function definitions are found in the header file VOS.h, which is included with VNC2 Development Tools [2].

2.1 CPU Usage

Information about CPU usage is returned from the system profiler. When the profiler is enabled, the system maintains a record of the time each thread spends running. Thus the relative time spent in each thread can be calculated by comparing the running times of each thread in the system.

The profiler API is as follows:

\[
\text{void vos_start_profiler(void)}
\]
Initialise the profiler variables for all threads in the system and enable the profiler.

\[
\text{void vos_stop_profiler(void)}
\]
Disable the profiler.

\[
\text{uint32 vos_get_profile(vos_tcb_t *tcb)}
\]
Return the running time for the given thread. A pointer to the thread control block is passed in the \textit{tcb} argument.

2.2 Stack Usage

A thread has its own local stack, and information about stack usage for a thread is available to the application. This information can be obtained for a system during execution, and used to optimize the thread’s stack size.

\[
\text{uint16 vos_stack_usage(vos_tcb_t *tcb)}
\]
Return the amount of bytes used in the stack area of the given thread. A pointer to the thread control block is passed in the \textit{tcb} argument.

2.3 Idle Thread TCB

In order to obtain diagnostic information for the idle thread, an application must first get a pointer to the idle thread’s thread control block. This pointer is used in subsequent calls to the CPU and stack usage functions.

\[
\text{vos_tcb_t *vos_get_idle_thread_tcb(void)}
\]
Return a pointer to the thread control block of the idle thread.
3 Examples

Strategies for obtaining system diagnostics will vary. Diagnostic service API calls could be implemented in existing threads. Alternatively, and perhaps neater, all calls could be encapsulated in single, diagnostic thread. This section makes no assumption as to the diagnostic strategy chosen, but it does provide code fragments that demonstrate the use of the diagnostic service API.

3.1 CPU Usage

This example shows how to obtain the profiler count values for all threads in an application, and calculate the relative amount of time each thread spent running.

```c
// number of application threads plus idle thread
#define NUMBER_OF_THREADS (NUMBER_OF_APPLICATION_THREADS+1)

vos_tcb_t *tcbs[NUMBER_OF_THREADS];
uint32 running_time[NUMBER_OF_THREADS];
uint32 relative_time[NUMBER_OF_THREADS];
uint32 total_time;
uint8 i;

// create application threads and save pointers to tcbs
for (i=1; i<NUMBER_OF_THREADS; i++) {
    tcbs[i] = vos_create_thread(...);
}
...

// get pointer to idle thread tcb and save it
tcbs[0] = vos_get_idle_thread_tcb();
...

// start profiling
vos_start_profiler();
...

// calculate relative running times spent in threads
for (i=0; i<NUMBER_OF_THREADS; i++) {
    running_time[i] = vos_get_profile(tcbs[i]);
}
for (i=0, total_time=0; i<NUMBER_OF_THREADS; i++) {
    total_time += running_time[i];
}
for (i=0; i<NUMBER_OF_THREADS; i++) {
    relative_time[i] = (running_time[i] * 100) / total_time;
}
```
3.2 Stack Usage

These code fragments show how to obtain the stack usage for all threads in the system.

```c
// number of application threads plus idle thread
#define NUMBER_OF_THREADS (NUMBER_OF_APPLICATION_THREADS+1)

tos_tcb_t *tcbs[NUMBER_OF_THREADS];
uint16 stack_bytes_used[NUMBER_OF_THREADS];
uint8 i;

// create application threads and save pointers to tcbs
for (i=1; i<NUMBER_OF_THREADS; i++) {
    tcbs[i] = vos_create_thread(...);
}

... // get pointer to idle thread tcb and save it
tcbs[0] = vos_get_idle_thread_tcb();

... // get stack usage for all threads
for (i=0; i<NUMBER_OF_THREADS; i++) {
    stack_bytes_used[i] = vos_stack_usage(tcbs[i]);
}
```
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Acronyms and Abbreviations

<table>
<thead>
<tr>
<th>Terms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>VNC2</td>
<td>Vinculum II</td>
</tr>
<tr>
<td>VOS</td>
<td>Vinculum Operating System</td>
</tr>
<tr>
<td>RTOS</td>
<td>Real-Time Operating System</td>
</tr>
</tbody>
</table>
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